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For the purposes of this, we’re going to cover human-made Artificial Intelligence, 
which means

-Chatbots

-Programs

-Websites

-Robots

Typically, Artificial Intelligence is a way to design patterns into robots and 
programs to emulate ‘thinking’ in people

Introduction to AI



What is the Turing Test?
● Test created by Alan Turing in 1950 to determine whether 

a machine exhibits real intelligence or not.

● The Test:

Two rooms are setup one containing a computer and the 
other containing a human. An operator outside the room 
has a text conversation with both the computer and the 
human, though he does not know which is which. If the 
operator cannot distinguish between the human and the 
computer then the computer is said to be intelligent



Turing Test vs. Eugene Goostman

Fooled 33% judges (2014)

Transcript 1 – LHS

● [16:20:48] Judge: what is your worst memory in your life so far?
● [16:21:06] Entity: I don't understand. Explain.
● [16:21:35] Judge: memory of something that happened to you that was bad or painful
● [16:22:58] Entity: Hmm that a tricky question. My life is wonderful. I overcome many bad things that 

have happened to me in the past. However, the most painful memory I have had is performing very 
poorly in my GCSE's when I was younger.

● [16:23:56] Judge: did you fail?
● [16:24:12] Entity: Partially.
● [16:24:35] Judge: explain?
● [16:25:04] Entity: Some grades turned out to be good. Some turned out to be quite bad.
● [16:25:37] Judge: and that is the worst thing that has happened to you so far? Mmm how old are you?



Turing Test vs. Eugene Goostman
Transcript 1 – RHS

● [16:21:00] Judge: what did you have for breakfast today
● [16:21:10] Entity: Is it ‘the third degree’? I'm not going to answer such a provocative question! Well, let's go 

on though.
● [16:21:56] Judge: do go on … your call?
● [16:22:06] Entity: It is highly possible. By the way, what's your occupation? I mean – could you tell me about 

your work?
● [16:22:30] Judge: so you are asking me now eh? I am an actress and writer
● [16:22:38] Entity: Well, I'll read something of your books, if they ain't too tedious (which is highly possible:-)
● [16:23:15] Judge: grammer … aren't too tedious! A bit rude of you …
● [16:23:17] Entity: Calm down, please.
● [16:23:49] Judge: i asure you i am very calm … are you?
● [16:24:01] Entity: Don't even bother me with the fact that you are very calm … are mine. And I forgot to ask 

you where you are from …
● [16:25:01] Judge: I am from Dorset … where are you from?
● [16:25:08] Entity: I am from Ukraine, from the city called Odessa. You might have heard about it.

Warwick, K. and Shah, H., Can Machines Think? A Report on Turing Test Experiments at the Royal Society, Journal of Experimental and 
Theoretical Artificial Intelligence, DOI:10.1080/0952813X.2015.1055826, 2015



Turing Test vs. Mitsuku

https://www.aisb.org.uk/events/loebner-prize#Process16 

Four-time Loebner Prize winner
33% human-like score in 2018 finals

https://www.aisb.org.uk/events/loebner-prize#Process16


Mitsuku with Expressive AI

[2:53 - 3:26] https://youtu.be/UljiivP9aVo, https://www.pandorabots.com/mitsuku/ (mitsuku.com)

https://youtu.be/UljiivP9aVo
https://www.pandorabots.com/mitsuku/
http://www.youtube.com/watch?v=UljiivP9aVo


Behind the scenes
Natural language processing concepts

- Interactions between human 
language and computers

- CS + AI + Computational 
linguistics

- Structure and organize 
knowledge

- Automatic summarization
- Translation
- Sentiment analysis
- Speech recognition
- Named entity recognition



Chatbots
1. Rule-based
2. Self learning (uses ML)

a. Retrieval Based (popular in the 
recent past)

- Uses some heuristic 
- Selects best response from a 

library of predefined responses
- Input: user text, context of 

conversation (past)
- Output: best match text from 

predefined messages
b. Generative (new, better)

- Generate answers distinct from 
training dataset



Conversing with Wikipedia page

Dataset: https://en.wikipedia.org/wiki/Chatbot 

1. Dataset

2. Preprocess

3. Word 

Embedding

(king - man + 

woman = queen)

4. Training

https://en.wikipedia.org/wiki/Chatbot


Turing test in fiction
When used in fiction, the Turing Test is generally a lens through which we can 
view humanity. By evaluating what is human in a machine, we can discover what 
we value in humanity



Ex Machina
Ex Machina is a movie built around the Turing Test, and whether an examiner can 
tell if the robot has consciousness, even while knowing it’s a robot, but nearly 
everything in the movie has been predetermined for the examiner while the AI, 
even in a gilded cage has the chance to think freely.



Blade Runner
The Voight-Kapf Test, a replacement for the Turing Test designed to tell Replicants 
(machines that look and act like humans) apart from humans themselves.

But in the movie, Deckard, a human, is under orders to kill a group of Replicants 
who have escaped and gone rogue.

The human, told to kill, kills, while the robot, designed to kill, saves.



What we value
What these films, and most media that uses a fictionalized Turing Test shows is 
the importance and value of choice.

The AI being tested have the ability to choose while the humans are railroaded, 
and lack the same.

We don’t fear that AI will one day take on these traits, we fear we never had 
these traits to begin with, or lost them somewhere along the way.



Problems with the Turing Test

● Relies too much on Natural Language Processing

● Encourages deception

● Humans are easy to fool

● We have software that can pass the Turing Test 
(Google Duplex)



Winograd Schema Challenge

● Multiple choice test that pose questions of a particular form

Ex: The trophy would not fit in the brown suitcase because it 
was too big (small). What was too big (small)? 

Answer 0: the trophy 
Answer 1: the suitcase

● Relies on broader understanding of objects, politics, etc that 
requires more deep reasoning and understanding. 



Gary Marcus’s Test
● Gary Marcus is on the chair of the “Beyond the Turing Test” workshop

● Marcus is an outspoken critic of the Turing Test

● His alternative:

Create a computer that can watch a TV show of movie and answer in depth questions about it. The questions need 
to require an understanding of the context and to be able to understand human emotion. 

What were the funniest parts of the film?

Why did Captain Miller cry alone?



The Lovelace Test
● Devised in 2001 by Selmer Bringsjord

● Emphasizes creativity as a way to judge intelligence

● The test is to create a computer that can create a work of art 
that cannot be explained by the AIs creator. 



The Construction Challenge
● A solution to the problem that the Turing Test is too focused on NLP and verbal behavior.

● Focuses on creating a machine that can perceive its environment and take action.

● The test is to create a computer that can take a set of verbal instructions and then take action based on those 
instructions. The example used is to create an AI that can take verbal instructions on how to build IKEA furniture, and 
then proceed to follow those instructions to build the furniture. 



The Visual Turing Test
● Like The Construction Challenge, The Visual Turing Test 

attempts to overcome the Turing Test’s NLP bias.

● Emphasizes the ability to express where objects are in space 
as a way to judge intelligence.

● The test is to create a computer that can identify where 
objects are in space in the way that makes the most sense.

The example given was a multiple answer question that 
showed a picture with a bunch of objects and a coffee cup. 
The question asked to express where the coffee cup is. 
Every possible answer was technically correct, but some 
were more correct than others. In order to choose the most 
correct answer it required reasoning that is currently difficult 
for a computer to do.



The Reverse Turing Test

● Instead of a robot fooling a person into believing that it is human, the robot 
would need to identify whether a human is really a human.

● CAPTCHA vs CAPTCHA cracking bots have lead to more and more complex 
systems that determine whether a user is human or not



A combination

● Humans can pass all of these tests

● A truly intelligent machine should be able to pass all of these tests.
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Backup Slides
● Word2Vec
● Attention Model in Language Understanding
● OpenGPT Short Stories
● Generative Language Models
● Tough questions (Eugene Goostman)



Retrieval Based Example
1. Obtain dataset (i.e. Cornell Movie-Dialogues Corpus)
2. Preprocess text
- Convert text to lowercase, tokenize, etc.

3. Word embedding
- Transform words to numerical vectors (suitable for dotting)
- Sentences become sequence of vectors
- Ex: word2vec (trained; captures meaning/semantic info of 

words)
- Similar words are represented closer
- e.g. king - man + woman = queen

4. Train for application
- Conversing with collection of text (simple)

- Use concept of document similarity
- Learning to converse from transcripts (ex: 

Movie-Dialogues)
- Learn sequences 



Word2Vec… king - man + woman = queen

https://p.migdal.pl/2017/01/06/king-man-woman-queen-why.html 

https://p.migdal.pl/2017/01/06/king-man-woman-queen-why.html


Attention Model in Language Understanding

https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/ 

https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/
https://docs.google.com/file/d/1DEtnPH6oJd8O3qhBnCDRw6O0u7jleM_G/preview


Story Time

Generated by OpenAI’s GPT-2 (generative 
pre-trained transformer)

https://towardsdatascience.com/openai-gpt-2-und
erstanding-language-generation-through-visualiza
tion-8252f683b2f8

https://openai.com/blog/better-language-models/#
sample3

https://towardsdatascience.com/openai-gpt-2-understanding-language-generation-through-visualization-8252f683b2f8
https://towardsdatascience.com/openai-gpt-2-understanding-language-generation-through-visualization-8252f683b2f8
https://towardsdatascience.com/openai-gpt-2-understanding-language-generation-through-visualization-8252f683b2f8
https://openai.com/blog/better-language-models/#sample3
https://openai.com/blog/better-language-models/#sample3


Generative Language Models - OpenGPT
Special blocks called Transformers 

Transformer : attention model - it learns 
to focus attention on the previous words 
that are the most relevant to the task at 
hand: predicting the next word in the 
sentence.

The dog on the ship ran off, and the 
dog was found by the crew.

The motor on the ship ran at a speed of 
about 100 miles per hour.

More about transformers: http://jalammar.github.io/illustrated-transformer/ 

http://jalammar.github.io/illustrated-transformer/


Eugene Goostman

https://www.scottaaronson.com/blog/?p=1858 

https://www.scottaaronson.com/blog/?p=1858

